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RECEIVE REQUEST TO SUBSCRIBE TO MONITOR SERVICE

¢ 202
RETRIEVE MONITOR WORKFLOW CORRESPONDING TO
MONITOR SERVICE
¢ 204

EXECUTE CALL TO FINDER APPLICATION TO RETRIEVE DATA
POINTS ACCORDING TO MONITOR WORKFLOW

¢ 206

EXECUTE CALL TO ANALYZER APPLICATION TO IDENTIFY
RELEVANT DATA POINT IN RETRIEVED DATA POINTS
ACCORDING TO MONITOR WORKFLOW

¢ 208
EXECUTE CALL TO NOTIFIER APPLICATION TO NOTIFY USER
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WORKFLOW

210
END
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PROVIDING A MONITORING SERVICE IN A
CLOUD-BASED COMPUTING
ENVIRONMENT

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of co-pending applica-
tion Ser. No. 12/900,481 filed Oct. 8, 2010, now U.S. Pat. No.
8,380,845, entitled “Providing a Monitoring Service in a
Cloud-Based Computing Environment,” which is expressly
incorporated herein by reference.

BACKGROUND

Conventional software applications have generally been
installed and executed in a localized computing environment,
such as a desktop or enterprise environment. The advance-
ment of increasingly powerful computing devices and
expanding data storage capacity in large scale networked data
centers has moved consumer and business-oriented applica-
tions away from local computing environments to computing
environments provided over the Internet or other types of
networks, commonly referred to as “cloud-based” computing
environments. These applications may be offered as hosted
services in the cloud-based computing environment.

As the Internet continues to grow, service providers may
continue to offer more diverse hosted services. These hosted
services may be offered at various levels, including end user
services and various backend services. Combining these
hosted services can yield a composite service, such as a
monitoring service. It is difficult, however, to integrate mul-
tiple levels of hosted services, especially when these hosted
services are offered by different service providers.

It is with respect to these considerations and others that the
disclosure made herein is presented.

SUMMARY

Technologies are described herein for providing a moni-
toring service in a cloud-based computing environment. A
monitoring service may refer to a service that monitors the
availability of relevant data, as defined by a user, over a period
of time and retrieves the relevant data when it becomes avail-
able. The monitoring service may then notify the user of the
relevant data via a notification method also defined by the
user. Some examples of monitoring services may include a
package tracking assistant adapted to proactively monitor the
location of a package and notify a recipient of the upcoming
arrival of the package, a product finder adapted to notify a
user when a product is available for purchase and satisfies
other criteria (e.g., a certain price, certain types of merchants,
certain payment systems, etc.), and a travel assistant adapted
to notify the user of any service disruptions in a given flight.

Through the utilization of the technologies and concepts
presented herein, a framework for providing a monitoring
service may include a fagade, a controller application, a moni-
tor application, a finder application, an analyzer application,
and a notifier application. The controller application, the
monitor application, the finder application, the analyzer
application, and the notifier application may each be World
Wide Web (“web”) services offered and exposed by different
entities in the cloud-based environment.

Example technologies may provide a monitoring service in
a cloud-based computing environment. The technologies
may receive a request from auser to subscribe to a monitoring
service. The technologies may receive a monitor workflow
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corresponding to the monitoring service. The technologies
may execute a first call to a finder application over a commu-
nications network to retrieve data points according to the
monitor workflow. The technologies may execute a second
call to an analyzer application over the communications net-
work to identify a relevant data point in the data points. The
technologies may execute a third call to a notifier application
over the communications network to notify the user of the
relevant data point.

It should be appreciated that the above-described subject
matter may also be implemented as a computer-controlled
apparatus, a computer process, a computing system, or as an
article of manufacture such as a computer-readable storage
medium. These and various other features will be apparent
from a reading of the following Detailed Description and a
review of the associated drawings.

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended that this Summary be used to
limit the scope of the claimed subject matter. Furthermore,
the claimed subject matter is not limited to implementations
that solve any or all disadvantages noted in any part of this
disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating a framework adapted
to provide a monitoring service in a cloud-based computing
environment, in accordance with some embodiments;

FIG. 2 is a flow diagram illustrating a method for providing
a monitoring service in a cloud-based computing environ-
ment, in accordance with some embodiments; and

FIG. 3 is a computer architecture diagram showing an
illustrative computer hardware architecture for a computing
system capable of implementing the embodiments presented
herein.

DETAILED DESCRIPTION

The following detailed description is directed to technolo-
gies for providing a monitoring service in a cloud-based
computing environment. In accordance with some embodi-
ments described herein, a framework adapted to implement
monitoring services ina cloud-based computing environment
is provided. The framework may provide a standardized
architecture with which service providers can design web
services utilized to implement monitoring services. Users
may subscribe to one or more monitoring services. The moni-
toring services may then remotely provide notifications of
relevant data related to the monitoring services to the users via
suitable computing devices and notification technologies.

Some examples of monitoring services that can be imple-
mented through the framework may include a package track-
ing assistant, a product finder, and a travel assistant. Other
monitoring services may be similarly implemented through
the framework described herein. The package tracking assis-
tant may be adapted to proactively provide information
related to status of a package. For example, a package recipi-
ent may submit one or more package tracking numbers to the
package tracking assistant. The package tracking assistant
may then monitor the progress of corresponding packages in
transit. At a predefined time (e.g., a day) prior to the package
arriving at its destination, the package tracking assistant may
alert the package recipient of the upcoming arrival of the
package. The package recipient can utilize this information to
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make arrangements to receive the package, thereby resulting
in an improved customer experience for the package recipi-
ent.

The product finder may be adapted to provide product
purchase information according to purchase criteria submit-
ted by a user. The purchase criteria may include an item
identifier (e.g., name, keyword, universal product code, etc.),
item price, item availability, a preference for an online store or
a brick-and-mortar store, a preference for a set price or an
auction system, and/or the like. For example, the user may
submit to the product finder purchase criteria specifying a
desire to purchase a popular video game system at only local
stores at a price less than a predefined price. The product
finder may then continuously monitor the local stores until
the video game system becomes available at the desired price
oruntil the user cancels the subscription to the product finder.

The travel assistant may be adapted to provide relevant
travel related information according to travel criteria submit-
ted by a user. The travel assistant may be considered as a
superset of the product finder. Examples of relevant travel
related information may include service disruptions ina given
flight. The travel assistant may monitor the flight for changes
in status, such as cancellations, delays, etc. The travel assis-
tant may also monitor the status of the flight while the flight is
in the air. If the travel assistant determines that the user may
miss a connecting flight due to the delay, the travel assistant
may automatically query backend data services to find a new
connecting flight or to book a local hotel. In addition to
providing notifications of service disruptions, the travel assis-
tant may automatically transmit various flight related infor-
mation, such as itinerary details and a weather forecast of the
destination city, to the user’s mobile device.

While the subject matter described herein is presented in
the general context of program modules that execute in con-
junction with the execution of an operating system and appli-
cation programs on a computer system, those skilled in the art
will recognize that other implementations may be performed
in combination with other types of program modules. Gener-
ally, program modules include routines, programs, compo-
nents, data structures, and other types of structures that per-
form particular tasks or implement particular abstract data
types. Moreover, those skilled in the art will appreciate that
the subject matter described herein may be practiced with
other computer system configurations, including hand-held
devices, multiprocessor systems, microprocessor-based or
programmable consumer electronics, minicomputers, main-
frame computers, and the like.

In the following detailed description, references are made
to the accompanying drawings that form a part hereof, and
which are shown by way of illustration, specific embodi-
ments, or examples. Referring now to the drawings, in which
like numerals represent like elements through the several
figures, a computing system and methodology for providing a
monitoring service in a cloud-based computing environment
will be described. FIG. 1 illustrates a framework 100 adapted
to provide monitoring services in a cloud-based computing
environment, in accordance with some embodiments. The
framework 100 may include a fagade 102, a controller appli-
cation 104, a monitor application 106, a finder application
108, an analyzer application 110, a notifier application 112,
and a database 114. The database 114 may store one or more
monitor workflows, including monitor workflow 116A and
monitor workflow 116B (collectively referred to as monitor
workflows 116). The finder application 108 may communi-
cate with one or more content services 118. The analyzer
application 110 may communicate with one or more context
services 120. The notifier application 12 may communicate
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4

with one or more communication services 122. The fagade
102 may communicate with one or more payment services
124.

The controller application 104, the monitor application
106, the finder application 108, the analyzer application 110,
the notifier application 112, the content services 118, the
context services 120, the communication services 122, and
the payment services 124 may be executed on one or more
computing devices (not shown) operatively coupled via a
network, such as the network 318 in FIG. 3. The controller
application 104, the monitor application 106, the finder appli-
cation 108, the analyzer application 110, the notifier applica-
tion 112, the content services 118, the context services 120,
the communication services 122, and the payment services
124 may be web services offered and exposed by one or more
different entities in the cloud-based environment. It should be
appreciated that the controller application 104, the monitor
application 106, the finder application 108, the analyzer
application 110, the notifier application 112, the content ser-
vices 118, the context services 120, the communication ser-
vices 122, and/or the payment services 124 may be embodied
in one or more applications. For example, in some embodi-
ments, the controller application 104 may be configured to
additionally perform the functionality of the monitor appli-
cation 106, thereby eliminating the monitor application 106.

The combination of the controller application 104, the
monitor application 106, the finder application 108, the ana-
lyzer application 110, the notifier application 112, the content
services 118, the context services 120, the communication
services 122, and the payment services 124 operating in con-
junction with each other may provide the monitoring service.
The framework 100 provides a standardized approach for
providing various components of the framework 100. For
example, one service provider may offer the controller appli-
cation 104 while another service provider may offer the finder
application 108. The framework 100 enables the two service
providers generate and operate their respective applications
independently for the end result of providing the monitoring
service.

According to various embodiments, the facade 102 is a
software component that serves as an external interface to the
controller application 104. The controller application 104
may maintain globally unique identifiers (“GUIDs”) associ-
ated with each instance of the monitor workflows 116 in the
database 114. In this way, external users or applications can
access, through the controller application 104, the monitor
workflows 116 without having to store a cookie or otherwise
maintaining the GUIDs. As used herein, a “monitor work-
flow” may refer to a sequence of operations, including busi-
ness logic and steps to process business logic, performed by
the controller application 104 to perform a monitoring service
as defined by the subscription criteria, which are described
below. The fagade 102 may also provide an aggregate inter-
face across multiple controller applications adapted to access
different monitor workflows.

The fagcade 102 may also provide functionality for sub-
scribing to a monitoring service. In some embodiments, the
fagade 102 may be a website adapted to communicate with
the controller application 104. The website may provide a
user interface where users can subscribe to enter subscription
criteria 125 specifying relevant parameters related to or
required by the monitoring service. The website may also
charge a fee to subscribe to the monitoring service. The fee
may be processed by the payment services 124. Some
examples ofthe payment services 124 may include credit card
processing services, check verification services, credit report-
ing services, and electronic payment systems. In some other



US 9,215,154 B2

5

embodiments, the fagade 102 may be a web service that can
be consumed by other applications. For example, the fagade
102 may be a commercial service sold to website providers
that desire to add to their websites functionality enabling their
users to subscribe to particular monitoring services.

The fagade 102 may also provide functionality for defining
a workflow lifecycle configuration 126, accessing workflow
status, and defining a notification configuration 128. Regard-
ing the workflow lifecycle configuration 126, the fagade 102
may provide operations for specifying a time limit of the
user’s subscription to the monitoring service. Regarding the
workflow status, the fagade 102 may provide operations for
retrieving the current state of the monitor workflow (e.g., in
progress, completed, etc.). For example, access to the work-
flow status may be provided via a “GetStatus” command or
other similar command. Regarding the notification configu-
ration 128, the fagade 102 may provide operations for retriev-
ing available notification methods, as well as subscribing and
unsubscribing and/or selecting preferred notification meth-
ods. Some example notification methods may include elec-
tronic mail (“email”), voice calls, text messages through
Short Message Service (“SMS”), instant messages, and news
feeds through Really Simple Syndication (“RSS”).

In an example, the monitoring service subscribed through
the fagade 102 may be a video game finder service, and the
subscription criteria 125 may be the name of the video game
and a maximum price of the video game. In another example,
the monitoring service subscribed through the fagade 102
may be a travel assistant service, and the subscription criteria
125 may be the name of the airline, the flight number, and the
departure date. The user may also define the workflow life-
cycle configuration 126 (e.g., set atime frame of one month to
purchase the video game) and the notification configuration
128 (e.g., set apreference for SMS text messages) through the
fagade 102.

Upon receiving the subscription criteria 125, the workflow
lifecycle configuration 126, and the notification configuration
128 from the user, the facade 102 may communicate the
subscription criteria 125, the workflow lifecycle configura-
tion 126, and the notification configuration 128 to the con-
troller application 104. The controller application 104 may
then determine whether a monitor workflow, such as the
monitor workflows 116, exists that corresponds to the sub-
scription criteria 125. Each unique collection of subscription
criteria may correspond to a different monitor workflow.

If an existing monitor workflow, such as the monitor work-
flow 116 A, corresponding to the subscription criteria 125 is
available, then the controller application 104 may retrieve the
monitor workflow 116A from the database 114 by the GUID
corresponding to the monitor workflow 116A. If an existing
monitor workflow corresponding to the subscription criteria
125 is not available, then the controller application 104 may
instruct the monitor application 106 to generate a new moni-
tor workflow, such as the monitor workflow 116B, corre-
sponding to the subscription criteria 125. The monitor appli-
cation 106 may then generate the monitor workflow 116B and
store the monitor workflow 116B in the database 114. The
monitor application 106 may also return the GUID corre-
sponding to the monitor workflow 116B to the controller
application 104 in response to the instruction. Upon receiving
the GUID corresponding to the monitor workflow 116B from
the monitor application 106, the controller application 104
may retrieve the monitor workflow 116B. Upon retrieving the
monitor workflow 116A, 116B from the database 114, the
controller application 104 may execute the monitor workflow
116A, 116B.
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Each monitor workflow, such as the monitor workflow
116 A, may include a first call to the finder application 108, a
second call to the analyzer application 110, and a third call to
the notifier application 112. For example, the monitor work-
flow 116 A may define web addresses to the finder application
108, the analyzer application 110, and the notifier application
112. By executing the monitor workflow 116A, the controller
application 104 may execute the first call to the finder appli-
cation 108, the second call to the analyzer application 110,
and the third call to the notifier application 112.

When the controller application 104 makes the first call to
the finder application 108 according to the monitor workflow
116 A, the controller application 104 may provide the sub-
scription criteria 125 to the finder application 108. The finder
application 108 may be configured to query and retrieve data
points 130 from the content services 118 on a predefined
schedule or in predefined time intervals. As used herein, “data
points” may refer to content retrieved by the finder applica-
tion 108 from the content services 118. The data points 130
may correspond to the subscription criteria 125 entered by the
user through the fagade 102. As such, the content services 118
may depend on the data points 130 as configured by the finder
application 108. That is, the finder application 108 may utilize
different content services in order to retrieve different types of
data points. When the finder application 108 retrieves the data
points 130 from the content services 118, the finder applica-
tion 108 may return the data points 130 to the monitor work-
flow 116 A in response to the first call. In some embodiments,
the finder application 108 may aggregate data points retrieve
from multiple content services 118 and/or provide the aggre-
gated data points to the monitor workflow 116A in RSS
format.

In an example, if the subscription criteria 125 include a
name of a video game and a maximum price of the video, then
some of the data points may include video game selection,
video game availability, and video game pricing. In this
example, the content services 118 may include online stores,
websites of brick-and-mortar stores, and online auction web-
sites where video game selection, video game availability,
and video game pricing can be retrieved. In another example,
if the subscription criteria 125 include the name of an airline,
a flight number, and a departure date, then some of the data
points may include flight delays, flight cancellations, and
weather forecast information for the arrival city. In this
example, the content services 118 may include airport web-
sites for the departure city and the arrival city, the airline
website, and weather reporting websites where flight delays,
flight cancellations, and weather forecast information can be
retrieved.

When the controller application 104 makes the second call
to the analyzer application 110 according to the monitor
workflow 116A, the controller application 104 may provide
the data points 130 to the analyzer application 110. The ana-
lyzer application 110 may be configured to retrieve context
information 132 from one or more context services 120. The
context information 132 may be utilized to provide contextual
insight to the data points 130. In particular, the controller
application 104 may apply the context information 132 to the
data points 130 in order to identify at least one relevant data
point 130A. Some examples of the context information 132
may include reputation, schedule, location, user profiles, and
popularity. Upon identifying the relevant data point 130A in
the data points 130, the analyzer application 110 may return
the relevant data point 130A to the controller application 104
in response to the second call.

In an example, the monitoring service subscribed through
the fagade 102 may be a delivery scheduling service, and the
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subscription criteria 125 may include a business address of
the recipient. The context services 120 may include an enter-
prise server configured to handle electronic mailing, calen-
daring, contacts, and tasks. The analyzer application 110 may
retrieve, as the context information 132, availability status
information regarding the recipient (e.g., available, busy, out
of'office, in a meeting, etc.) from the recipient’s calendar. The
data points 130 may include multiple delivery times in a time
frame when the recipient is at work. In this example, the
analyzer application 110 may eliminate any delivery times
where the recipient is not available according to the context
information. As a result, the relevant data point 130A may
include a delivery time where the recipient is available to
accept deliveries

In another example, the monitoring service subscribed
through the fagade 102 may be a product finder service, and
the subscription criteria may include a product name. The
context services 120 may include merchant websites and
consumer review websites. The analyzer application 110 may
retrieve, as the context information 132, reviews of the prod-
uct and reviews of merchants selling the product from the
merchant websites and the consumer review websites. The
data points 130 may include location and contact information
regarding multiple stores having the product in stock. In this
example, the analyzer application 110 may eliminate any
stores that have poor reviews below a certain threshold
according to the context information. As a result, the relevant
data point 130A may include location and contact informa-
tion regarding a store having positive reviews.

When the controller application 104 makes the third call to
the notifier application 112 according to the monitor work-
flow 116A, the controller application 104 may provide the
relevant data point 130A and the notification configuration
128 to the notifier application 112. The notifier application
112 may then communicate the relevant data point 130A to
remote users via an appropriate communication service in the
communication services 122. The appropriate communica-
tion service may be adapted to deliver notification of the
relevant data point to the user by the notification method
defined in the notification configuration 128. Some examples
of communication services 122 may include services adapted
to provide email, voice, text messages, instant messaging, and
news feeds. Some services may provide for multiple notifi-
cation methods, while other services may be more special-
ized, providing for only one notification method.

Although FIG. 1 illustrates only one controller application
104, one monitor application 106, one finder application 108,
one analyzer application 110, and one notifier application
112, it should be appreciated that multiple monitor applica-
tions, multiple finder applications, multiple analyzer applica-
tions, and multiple notifier applications may be implemented.
In such implementations, applications may call similar appli-
cations and aggregate the results. For example, an illustrative
framework may include a first finder application and a second
finder application. The first finder application may retrieve a
first set of data points and further execute a call to the second
finder application. The second finder application may retrieve
a second set of data points and return the second set of data
points to the first finder application. The first finder applica-
tion may aggregate the first set of data points and the second
set of data points and return the aggregated data points to the
controller application 104.

Referring now to FIG. 2, additional details regarding the
operation of the framework 100 will be provided. In particu-
lar, FIG. 2 is a flow diagram illustrating a method for provid-
ing monitoring services in a cloud-based computing environ-
ment, in accordance with some embodiments. It should be
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appreciated that the logical operations described herein are
implemented (1) as a sequence of computer implemented acts
or program modules running on a computing system and/or
(2) as interconnected machine logic circuits or circuit mod-
ules within the computing system. The implementation is a
matter of choice dependent on the performance and other
requirements of the computing system. Accordingly, the logi-
cal operations described herein are referred to variously as
states operations, structural devices, acts, or modules. These
operations, structural devices, acts, and modules may be
implemented in software, in firmware, in special purpose
digital logic, and any combination thereof. It should be appre-
ciated that more or fewer operations may be performed than
shown in the figures and described herein. These operations
may also be performed in a different order than those
described herein.

In FIG. 2, a routine 200 begins at operation 202, where the
controller application 104 may receive a request to subscribe
to a monitoring service. The request may be received via any
suitable entry point, such as web, voice, SMS, mobile appli-
cations, and the like. The request to subscribe to the monitor-
ing service may include the subscription criteria 125, the
workflow lifecycle configuration 126, and/or a notification
configuration 128. For example, a user may access the fagade
102, which may be configured as a website. Through the
fagade 102, the user may enter the subscription criteria 125,
the workflow lifecycle configuration 126, and the notification
configuration 128. The fagcade 102 may then provide the
subscription criteria 125, the workflow lifecycle configura-
tion 126, and the notification configuration 128 to the con-
troller application 104. When the controller application 104
receives the request to subscribe to the monitoring service, the
routine 200 may proceed to operation 204.

At operation 204, the controller application 104 may
retrieve, from the database 114, a monitor workflow, such as
the monitor workflows 116A, 116B, corresponding to the
subscription criteria. For example, the controller application
104 may determine whether a monitor workflow exists that
corresponds to the subscription criteria 125. If an existing
monitor workflow corresponding to the subscription criteria
125 is available, then the controller application 104 may
retrieve the existing monitor workflow from the database 114
by the GUID corresponding to the existing monitor workflow.
If an existing monitor workflow corresponding to the sub-
scription criteria 125 is not available, then the controller
application 104 may instruct the monitor application 106 to
generate a new monitor workflow corresponding to the sub-
scription criteria 125. The monitor application 106 may then
generate the new monitor workflow and store the new monitor
workflow in the database 114. The monitor application 106
may also return the GUID corresponding to the new monitor
workflow to the controller application 104 in response to the
instruction. Upon receiving the GUID corresponding to the
new monitor workflow from the monitor application 106, the
controller application 104 may retrieve the new monitor
workflow from the database 114. Upon retrieving either the
existing monitor workflow or the new monitor workflow from
the database 114, the controller application 104 may execute
the monitor workflow.

The monitor workflow may define calls to the finder appli-
cation 108, the analyzer application 110, and the notifier
application 112. Operation 206 may correspond to a first call
to the finder application 108. Operation 208 may correspond
to a second call to the analyzer application 110. Operation
210 may correspond to a third call to the notifier application
112. The controller application 104 may perform these calls
to the finder application 108, the analyzer application 110,
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and the notifier application 112 in accordance with the work-
flow lifecycle configuration 126. For example, when the
monitor workflow expires according to the workflow life-
cycle configuration 126, the controller application 104 may
cease performing the calls defined in the monitor workflow,
thereby terminating the subscribed monitoring service.

At operation 206, the controller application 104 may
execute the first call to the finder application 108 according to
the monitor workflow. When the controller application 104
executes the call to the finder application 108, the controller
application 104 may provide the subscription criteria 125 to
the finder application 108. The controller application 104
may execute the call to the finder application 108 on a pre-
defined schedule or in predefined intervals.

By executing the call to the finder application 108, the
controller application 104 may receive the data points 130
from the finder application 108. The data points 130 may
correspond to the subscription criteria 125. The finder appli-
cation 108 may be configured to retrieve the data points 130
from the content services 118. Upon retrieving the data points
130 from the content services 118, the finder application 108
may return the data points 130 to the controller application
104 in response to the first call. When the controller applica-
tion 104 executes the first call to the finder application 108
and receives the data points 130, the routine 200 may proceed
to operation 208.

At operation 208, the controller application 104 may
execute the second call to the analyzer application 110
according to the monitor workflow. When the controller
application 104 executes the call to the analyzer application
110, the controller application 104 may provide the data
points 130 as retrieved by the finder application 108 to the
analyzer application 110. By executing the call to the ana-
lyzer application 110, the controller application 104 may
receive at least one relevant data point 130A in the data points
130 from the analyzer application 110. The analyzer applica-
tion 110 may be configured to retrieve the context informa-
tion 132 from the context services 120. The analyzer appli-
cation 110 may then apply the context information 132 to the
data points 130 in order to identify the relevant data point
130A. In particular, the context information 132 may provide
contextual insight regarding the relevancy or importance of
each of the data points 130. Upon identifying the relevant data
point 130A in the data points 130, the analyzer application
110 may return the relevant data point 130A to the controller
application 104 in response to the second call. When the
analyzer application 110 executes the second call to the ana-
lyzer application 110 and receives the relevant data point
130A, the routine 200 may proceed to operation 210.

At operation 210, the controller application 104 may
execute the third call to the notifier application 112 according
to the monitor workflow. When the controller application 104
executes the call to the notifier application 112, the controller
application 104 may provide the relevant data point 130 A and
the notification configuration 128 to the notifier application
112. The notifier application 112 may be configured to notity
the user of the relevant data point 130A. In particular, the
notifier application 112 may identify an appropriate commu-
nication service in the communication services 122 that is
adapted to deliver notifications to the user by the notification
method defined in the notification configuration 128. Upon
identifying the appropriate communication service, the noti-
fier application 112 may instruct the appropriate communi-
cation service to notify the user of the relevant data point
130A in accordance with the notification method defined by
the notification configuration 128. When the controller appli-
cation 104 executes the third call to the notifier application
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112 and delivers the notification of the relevant data point
130A to the user, the routine 200 may repeat (e.g., periodi-
cally, continuously, or on demand as needed) or terminate.

Turning now to FIG. 3, an example computer architecture
diagram showing a computer 300 is illustrated. The computer
300 may include a central processing unit 302, a system
memory 304, and a system bus 306 that couples the memory
304 to the 302. The computer 300 may further include a mass
storage device 312 for storing one or more program modules
314 and the database 114. Examples of the program modules
314 may include the controller application 104, the monitor
application 106, the finder application 108, the analyzer
application 110, and the notifier application 112. The data-
base 114 may store the monitor workflows 116 and other
relevant data. The mass storage device 312 may be connected
to the processing unit 302 through a mass storage controller
(not shown) connected to the bus 306. The mass storage
device 312 and its associated computer-storage media may
provide non-volatile storage for the computer 300. Although
the description of computer-storage media contained herein
refers to a mass storage device, such as a hard disk or CD-
ROM drive, it should be appreciated by those skilled in the art
that computer-storage media can be any available computer
storage media that can be accessed by the computer 300.

By way of example, and not limitation, computer-storage
media may include volatile and non-volatile, removable and
non-removable media implemented in any method or tech-
nology for the non-transitory storage of information such as
computer-storage instructions, data structures, program mod-
ules, or other data. For example, computer-storage media
includes, but is not limited to, RAM, ROM, EPROM,
EEPROM, flash memory or other solid state memory tech-
nology, CD-ROM, digital versatile disks (“DVD”),
HD-DVD, BLU-RAY, or other optical storage, magnetic cas-
settes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can be accessed by
the computer 300.

According to various embodiments, the computer 300 may
operate in a networked environment using logical connec-
tions to remote computers through a network such as the
network 318. The computer 300 may connect to the network
318 through a network interface unit 310 connected to the bus
306. It should be appreciated that the network interface unit
310 may also be utilized to connect to other types of networks
and remote computer systems. The computer 300 may also
include an input/output controller 308 for receiving and pro-
cessing input from a number of input devices (not shown),
including a keyboard, a mouse, a microphone, and a game
controller. Similarly, the input/output controller 308 may pro-
vide output to a display or other type of output device (not
shown).

The bus 306 may enable the processing unit 302 to read
code and/or data to/from the mass storage device 312 or other
computer-storage media. The computer-storage media may
represent apparatus in the form of storage elements that are
implemented using any suitable technology, including but not
limited to semiconductors, magnetic materials, optics, or the
like. The computer-storage media may represent memory
components, whether characterized as RAM, ROM, flash, or
other types of technology. The computer-storage media may
also represent secondary storage, whether implemented as
hard drives or otherwise. Hard drive implementations may be
characterized as solid state, or may include rotating media
storing magnetically-encoded information.

The program modules 314 may include software instruc-
tions that, when loaded into the processing unit 302 and
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executed, cause the computer 300 to provide a monitoring
service in a cloud-based computing environment. The pro-
gram modules 314 may also provide various tools or tech-
niques by which the computer 300 may participate within the
overall systems or operating environments using the compo-
nents, flows, and data structures discussed throughout this
description. For example, the program modules 314 may
implement interfaces for providing a monitoring service in a
cloud-based computing environment.

In general, the program modules 314 may, when loaded
into the processing unit 302 and executed, transform the
processing unit 302 and the overall computer 300 from a
general-purpose computing system into a special-purpose
computing system customized to provide a monitoring ser-
vice in a cloud-based computing environment. The process-
ing unit 302 may be constructed from any number of transis-
tors or other discrete circuit elements, which may
individually or collectively assume any number of states.
More specifically, the processing unit 302 may operate as a
finite-state machine, in response to executable instructions
contained within the program modules 314. These computer-
executable instructions may transform the processing unit
302 by specifying how the processing unit 302 transitions
between states, thereby transforming the transistors or other
discrete hardware elements constituting the processing unit
302.

Encoding the program modules 314 may also transform the
physical structure of the computer-storage media. The spe-
cific transformation of physical structure may depend on
various factors, in different implementations of this descrip-
tion. Examples of such factors may include, but are not lim-
ited to: the technology used to implement the computer-
storage media, whether the computer-storage media are
characterized as primary or secondary storage, and the like.
For example, if the computer-storage media are implemented
as semiconductor-based memory, the program modules 314
may transform the physical state of the semiconductor
memory, when the software is encoded therein. For example,
the program modules 314 may transform the state of transis-
tors, capacitors, or other discrete circuit elements constituting
the semiconductor memory.

As another example, the computer-storage media may be
implemented using magnetic or optical technology. In such
implementations, the program modules 314 may transform
the physical state of magnetic or optical media, when the
software is encoded therein. These transformations may
include altering the magnetic characteristics of particular
locations within given magnetic media. These transforma-
tions may also include altering the physical features or char-
acteristics of particular locations within given optical media,
to change the optical characteristics of those locations. Other
transformations of physical media are possible without
departing from the scope of the present description, with the
foregoing examples provided only to facilitate this discus-
sion.

Based on the foregoing, it should be appreciated that tech-
nologies for providing a monitoring service in a cloud-based
computing environment are presented herein. Although the
subject matter presented herein has been described in lan-
guage specific to computer structural features, methodologi-
cal acts, and computer readable media, it is to be understood
that the invention defined in the appended claims is not nec-
essarily limited to the specific features, acts, or media
described herein. Rather, the specific features, acts and medi-
ums are disclosed as example forms of implementing the
claims.
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The subject matter described above is provided by way of
illustration only and should not be construed as limiting.
Various modifications and changes may be made to the sub-
ject matter described herein without following the example
embodiments and applications illustrated and described, and
without departing from the true spirit and scope of the present
invention, which is set forth in the following claims.

What is claimed is:

1. A computer-implemented method for providing a moni-
toring service in a cloud-based computing environment, the
method comprising computer-implemented operations for:

receiving a request from a user to subscribe to the moni-

toring service;

retrieving a monitor worktlow corresponding to the moni-

toring service;

executing a first call to a finder application over a commu-

nications network to retrieve data points according to the
monitor workflow; and

executing a second call to an analyzer application over the

communications network to identify a relevant data
point in the data points.

2. The computer-implemented method of claim 1, further
comprising executing a third call to a notifier application over
the communications network to notify the user of the relevant
data point.

3. The method of claim 1, wherein receiving a request from
a user to subscribe to the monitoring service comprises:

receiving subscription criteria from the user, the subscrip-

tion criteria specifying relevant parameters related to the
monitoring service;

receiving a workflow lifecycle configuration from the user,

the workflow lifecycle configuration specitying a time
limit of the monitoring service; and

receiving a notification configuration from the user, the

notification configuration specifying a notification
method to be implemented by the notifier application.
4. The method of claim 3, wherein retrieving a monitor
workflow corresponding to the monitoring service com-
prises:
determining whether a database contains an existing moni-
tor workflow corresponding to the subscription criteria;

in response to determining that the database contains the
existing monitor workflow corresponding to the sub-
scription criteria, retrieving the existing monitor work-
flow from the database; and

in response to determining that the database does not con-

tain the existing monitor workflow corresponding to the
subscription criteria, generating a new monitor work-
flow corresponding to the subscription criteria.

5. The method of claim 3, wherein executing a first call to
a finder application over a communications network to
retrieve data points according to the monitor workflow com-
prises sending the subscription criteria to the finder applica-
tion over the communications network.

6. The method of claim 5, wherein the finder application is
configured to (a) query one or more content services over the
communications network to retrieve the data points corre-
sponding to the subscription criteria and (b) return the data
points in response to the first call.

7. The method of claim 3, wherein executing a second call
to an analyzer application over the communications network
to identify the relevant data point in the data points comprises
sending the data points to the analyzer application over the
communications network.

8. The method of claim 7, wherein the analyzer application
is configured to (a) query one or more context services over
the communications network to retrieve context information
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providing contextual insight to the data points, (b) apply the
context information to the data points to identify a relevant
data point, and (c) return the relevant point in response to the
second call.

9. The method of claim 3, wherein executing a third call to
a notifier application over the communications network to
notify the user of the relevant data point comprises sending
the relevant data point and the notification configuration to
the notifier application over the communications network.

10. The method of claim 9, wherein the notifier application
is configured to (a) identify a relevant notification service in a
plurality of notification services, the relevant notification ser-
vice configured to notify the user through the notification
method, (b) instruct the relevant notification service to notify
the user of the relevant data point through the notification
method.

11. The method of claim 3, further comprising terminating
the monitoring service when the monitoring service expires
according to the workflow lifecycle configuration.

12. The method of claim 1, wherein receiving a request
from a user to subscribe to a monitoring service comprises
receiving the request from the user to subscribe to the moni-
toring service from a fagade over the communications net-
work.

13. The method of claim 1, wherein receiving a monitor
workflow corresponding to the monitoring service comprises
receiving the monitor workflow corresponding to the moni-
toring service from a monitoring application over the com-
munications network.

14. The method of claim 1, wherein the monitor workflow
specifies web addresses for the finder application, the ana-
lyzer application, and the notifier application.

15. A computer system, comprising:

a processor;

a memory communicatively coupled to the processor; and

aprogram module which executes in the processor from

the memory and which, when executed by the proces-

sor, causes the computer system to provide a moni-

toring service in a cloud-based computing environ-

ment by

receiving subscription criteria from a user, the sub-
scription criteria specifying relevant parameters
related to the monitoring service;

receiving a workflow lifecycle configuration from the
user, the workflow lifecycle configuration specify-
ing a time limit of the monitoring service;

receiving a notification configuration from the user,
the notification configuration specifying a notifica-
tion method to be implemented by a notifier appli-
cation;

retrieving a monitor workflow corresponding to the
subscription criteria; and

executing a first call to a finder application over a
communications network to retrieve data points
corresponding to the subscription criteria accord-
ing to the monitor workflow.

16. The computer system of claim 15, wherein the program
module which executes in the processor from the memory
further causes the computer system to provide a monitoring
service in a cloud-based computing environment by execut-
ing a second call to an analyzer application over the commu-
nications network to identify a relevant data point in the data
points.

17. The computer system of claim 16, wherein the program
module which executes in the processor from the memory
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further causes the computer system to provide a monitoring
service in a cloud-based computing environment by execut-
ing a third call to a notifier application over the communica-
tions network to notify the user of the relevant data point
through the notification method.

18. The computer system of claim 15, wherein executing a
first call to a finder application over a communications net-
work to retrieve data points corresponding to the subscription
criteria according to the monitor workflow comprises sending
the subscription criteria to the finder application over the
communications network; and

wherein the finder application is configured to (a) query

one or more content services over the communications
network to retrieve the data points corresponding to the
subscription criteria and (b) return the data points in
response to the first call.

19. The computer system of claim 15, wherein executing a
third call to a notifier application over the communications
network to notify the user of the relevant data point through
the notification method comprises sending the relevant data
point and the notification configuration to the notifier appli-
cation over the communications network; and

wherein the notifier application is configured to (a) identity

a relevant notification service in a plurality of notifica-
tion services, the relevant notification service configured
to notify the user through the notification method, and
(b) instruct the relevant notification service to notify the
user of the relevant data point through the notification
method.

20. A computer-readable storage medium having com-
puter-executable instructions stored thereon which, when
executed by a computer, cause the computer to:

receive subscription criteria from a user, the subscription

criteria specifying relevant parameters related to a moni-
toring service;

receive a workflow lifecycle configuration from the user,

the workflow lifecycle configuration specitying a time
limit of the monitoring service;

receive a notification configuration from the user, the noti-

fication configuration specifying a notification method
to be implemented by a notifier application;

determine whether a database contains an existing monitor

workflow corresponding to the subscription criteria;

in response to determining that the database contains the

existing monitor workflow corresponding to the sub-
scription criteria, retrieve the existing monitor workflow
as a monitor workflow from the database;

in response to determining that the database does not con-

tain the existing monitor workflow corresponding to the
subscription criteria, generate a new monitor workflow
as the monitor workflow corresponding to the subscrip-
tion criteria;

executing a first call to a finder application over a commu-

nications network to retrieve data points corresponding
to the subscription criteria according to the monitor
workflow;

executing a second call to an analyzer application over the

communications network to identify a relevant data
point in the data points; and

executing a third call to a notifier application over the

communications network to notify the user of the rel-
evant data point through the notification method.
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